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She Giggles, He Gallops. Julia Silge https://pudding.cool/2017/08/screen-direction/
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260,000 Words, Full of Self-Praise, From Trump on the Virus. Jeremy W. Peters, Elaina Plott and Maggie Haberman 
https://www.nytimes.com/interactive/2020/04/26/us/politics/trump-coronavirus-briefings-analyzed.html 
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Beyond Pronouns: How languages are reshaping to include nonbinary and gender-nonconforming people  
Minami Funakoshi https://www.reuters.com/graphics/GENDER-LANGUAGE/LGBT/mopanqoelva/ 

https://www.reuters.com/graphics/GENDER-LANGUAGE/LGBT/mopanqoelva/


How Words Lead to Justice. Lauren Klein & Sandeep Soni  
https://www.publicbooks.org/how-words-lead-to-justice/

https://www.publicbooks.org/how-words-lead-to-justice/


Copyright

u Copyrights no longer need to be registered to have legal effect; works just 
need to be “original works of authorship fixed in any tangible medium of 
expression” i.e. print or online text for written works, but also other media. 
17 U.S. Code § 102. 

u After Copyright protection ends, works are said to enter the “public 
domain”, which just means that anyone can copy or use them for their 
own purposes.

u Many of the sources “safest” to use in terms of copyright risk are works in 
the public domain, findable in sources like Project Gutenberg, Hathi Trust, 
etc.

Library resources for STAT 490, John Heintz 
UMN site https://www.lib.umn.edu/services/copyright/use 

https://www.lib.umn.edu/services/copyright/use
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Fair Use: The Four Factor test

Excerpted from U of MN copyright site 

u Factor 1: purpose and character of the use
Purposes that favor fair use include education, scholarship, research, and news reporting, as well 
as criticism and commentary more generally. Non-profit purposes also favor fair use (especially 
when coupled with one of the other favored purposes.) Commercial or for-profit purposes weigh 
against fair use.

u Factor 2: nature of the original work 
Published or not: Using published material is more likely to be fair use, and using unpublished 
material is less likely to be fair use.
“Factual” or “creative”: Using a factual work is more likely to be fair use, using a creative work is 
less likely to be fair use. This is related to the fact that copyright does not protect facts and data.
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larger amount is less likely to be fair use. But courts have been very clear that “amount” here 
is proportional. 
Substantiality: It is less likely to be fair use to use central parts of the work, and more likely to 
be fair use if you use a more peripheral part of the work.

u Factor 4: effect of the use on the potential market for, or value of, the source work
is the use in question substituting for a sale the source’s owner would otherwise make - either 
to the person making the proposed use, or to others?
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Newer interpretations: 
“transformative” uses

Excerpted from U of MN copyright site

u Raised in Supreme Court decision (Campbell v. Acuff-Rose Music, 510 U.S. 569 (1994.)

u A new work based on an old one work is transformative if it uses the source work in 
completely new or unexpected ways. Importantly, a work may be transformative, and thus 
a fair use, even when all four of the statutory factors would traditionally weigh against fair 
use!

u Examples:

u Parody

u Criticism/commentary

u New technologies: search engine copies, Google Books

https://www.lib.umn.edu/services/copyright/use


Indigenous data sovereignty

https://www.gida-global.org/

https://www.gida-global.org/


Finding text data

• Project Gutenberg (Agatha Christi novels, Winnie the Pooh, many more) 

• Hathi Trust 

• Things you can copy-paste, access using APIs, or scrape (remember laws/ethics!) 

•

https://www.gutenberg.org/
https://www.hathitrust.org/


Tokenization, stop words, stemming
The first step in most text analysis projects is called tokenization. If you have a long string of 
text, you need to turn it in to “tokens” that can be analyzed. The most common token is a word, 
but people also analyze bigrams (two-word pairs) and n-grams (a generalization of the same 
idea, n words in a group).  

Once you have tokens, you can study things like the most common tokens. 

…they will usually be things like “the” “of” and other common English words. So, we often have 
lists of “stop words” that we remove from the list.  

…after that, you might notice that “cook” “cooked” “cooking” and “cooks” are all being counted 
separately, but they capture the same concept. So you can “stem” the words by removing 
common suffixes. (Another alternative is called lemmatization.)



“Bag of words” model

• The simplest way to analyze data is with the “bag of words” model. This thinks of words 
as individual units, without much consideration for context.  

• But of course, context is really important!



Word clouds

A word cloud shows the frequency of words based on 
the size of the word. Mapping: size is the number of 
times it occurred. X and Y positions hold no meaning. 

Often you will remove “stop words,” common words 
you are not that interested in. (Think prepositions and 
articles, like “the,” “and,” “of,” etc)  

One problem with word clouds is they lose context, 
since they use the bag of words model. If someone is 
saying “not good” those words get separated and 
meaning can be lost.

Created in Voyant Tools using data 
from NORDc Facilities

https://voyant-tools.org
https://portal-nolagis.opendata.arcgis.com/datasets/NOLAGIS::nordc-facilities/explore?location=29.994347,-90.039600,12.00&showTable=true


Statisticians would prefer a barchart

There’s a strand of the data viz world that 
argues that everything could be a bar chart. 
That’s possibly true but also possibly a world 
without joy. 
-Amanda Cox 

FIGURE 33 Visual cues

Yau, N. (2013). Data points : Visualization that means something. John Wiley & Sons, Incorporated.
Created from unistthomas-ebooks on 2023-10-02 16:37:51.
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Created in R using data from NORDc 
Facilities (different stop word list!)
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Nathan Yau, Data Points. 2013

https://hbr.org/2013/03/power-of-visualizations-aha-moment
https://portal-nolagis.opendata.arcgis.com/datasets/NOLAGIS::nordc-facilities/explore?location=29.994347,-90.039600,12.00&showTable=true
https://portal-nolagis.opendata.arcgis.com/datasets/NOLAGIS::nordc-facilities/explore?location=29.994347,-90.039600,12.00&showTable=true


Adding context… with math



Vectors

From Chad Topaz’s “An Ill-Advised Linear Algebra Tutorial”

1-dimensional space? 2-dimensional space? 3-dimensional space?

How could we visualize or imagine these vectors?

https://chadtopaz.com/download/an-ill-advised-linear-algebra-tutorial/


Matrices

From Chad Topaz’s “An Ill-Advised Linear Algebra Tutorial”

https://chadtopaz.com/download/an-ill-advised-linear-algebra-tutorial/


Recall: tidy data
country year cases pop

Afghanistan 1999 745 19987071

Afghanistan 2000 2666 20595360

Brazil 1999 37737 172006362

Brazil 2000 80488 174504898

China 1999 212258 1272915272

China 2000 213766 1280428583

A data set is tidy iff:
1. Each variable is in its own column
2. Each case is in its own row
3. Each value is in its own cell



One reason statisticians like tidy data is it is basically 
a matrix

R
ow

s

Columns



Term-document matrix
A common type of matrix used in text analysis is a term-document matrix, sometimes 
known as a document-term matrix.

A term-document matrix has:
1. Each term in its own column
2. Each document in its own row
3. Each count in its own cell



Term-document matrix

The And He To Bambi Pooh

Winnie 
the 

Pooh
762 999 639 570 0 424

Bambi 2209 1541 1413 1143 657 0

R
ow

s

Columns



Tf-idf

One reason why term-document 
matrices can be useful is they allow 
you to compute the tf-idf— the 
Term Frequency Inverse Document 
Frequency

Via Julia Silge and David Robinson’s Text Mining with R

https://www.tidytextmining.com/tfidf.html


“A word is characterized by the 
company it keeps”  
- John Rupert Firth



Context is important
• Synonyms— words that mean the same thing 
• Antonyms— words that mean the opposite thing 
• Homonyms— words that sound the same, but have 

different meanings 
• Homophones— pronounced the same, spelled 

differently, different meanings 
• Pear/pair 
• Week/weak 
• Meet/meat 
• Sea/sea 

• Homographs — pronounced the same, spelled the 
same, different meanings 
• Bass 
• Buffet 
• Tear 

Which do you think text analysis 
methods will have the easiest time 
with? The hardest?



Co-occurrence matrix
Another type of matrix is a co-occurrence matrix, which keeps track of words that co-occur 
(e.g. in documents or sentences).

A co-occurrence matrix has:
1. Each term in its own column
2. Each term in its own row
3. Each count in its own cell



Co-occurrence matrix
land our we possessed

land 0

our 2 0

we 2 5 0

possessed 0 0 1 0

Based on Robert Frost’s “The Gift Outright”

Co-occurrence matrices are good because they preserve context



What’s different about these two types of matrices?

The And He To Bambi Pooh

Winnie 
the 

Pooh
762 999 639 570 0 424

Bambi 2209 1541 1413 1143 657 0

land our we possessed

land 0

our 2 0

we 2 5 0

possessed 0 0 1 0

Think about shape, size, sparsity.



Matrix multiplication

From Chad Topaz’s “An Ill-Advised Linear Algebra Tutorial”

https://chadtopaz.com/download/an-ill-advised-linear-algebra-tutorial/


Matrix decomposition
Way more complicated than multiplication, but there are lots of methods 
to go the other direction 
• Eigen decomposition 
• Singular value decomposition 
• QR decomposition 
• …many more

From Chad Topaz’s “An Ill-Advised Linear Algebra Tutorial”

https://chadtopaz.com/download/an-ill-advised-linear-algebra-tutorial/


Decomposing a co-occurrence matrix

= X



Decomposing a co-occurrence matrix

= X

We can use one of these as a 
word vector!



There are other ways to make words into vectors

• word2vec uses neural nets to find word vectors 

• GloVe: Global Vectors for Word Representation 

• spaCy has their own method!



Word vectors
Word vectors are vectors that represent words. You get to pick the dimensionality.  

But… it’s probably very high dimensional. Hard to imagine/visualize beyond 3D!



“I see well in many dimensions as long 
as the dimensions are around two”  
- Martin Shubik



prim9 (John Tukey)

https://www.youtube.com/watch?v=B7XoW2qiFUA


prim9 (John Tukey)

https://www.youtube.com/watch?v=B7XoW2qiFUA


Cosine similarity
One way to measure the “distance” between two vectors is to find the angle between the two 
vectors (recall— all non-parallel vectors eventually intersect!) and then take the cosine of that 
angle.

θ

Cosine similarity close to 0— the two 
words are very different. They appear 
in really different linguistic context. 

Cosine similarity close to 1— the 
words are very similar. They appear in 
similar linguistic contexts. 

What do you think a cosine similarity 
of -1 would mean?

Cosine similarity is always 
in [-1,1] 



Adding and subtracting vectors

Famous example (apocryphal?) 

 king - man + woman = queen



Word2vec: fish + music = bass. Grace Avery 
https://graceavery.com/word2vec-fish-music-bass/

https://graceavery.com/word2vec-fish-music-bass/


The trouble with sentiment analysis. Rachel Tatman 
https://makingnoiseandhearingthings.com/2022/04/19/the-trouble-with-sentiment-analysis/

https://makingnoiseandhearingthings.com/2022/04/19/the-trouble-with-sentiment-analysis/


Sentiment Analysis on Indian Indigenous Languages: A Review on Multilingual Opinion Mining.  
Sonali Rajesh Shah and Abhishek Kaushik https://doi.org/10.20944/preprints201911.0338.v1

https://doi.org/10.20944/preprints201911.0338.v1


Text processing problems with non-English languages. Tena Belinić 
https://medium.com/krakensystems-blog/text-processing-problems-with-non-english-languages-82822d0945dd

https://medium.com/krakensystems-blog/text-processing-problems-with-non-english-languages-82822d0945dd

