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Main tasks tor algorithms

. Prediction (“what will the value be?”)

. Classification (“is this A or B?”)

All of these rely on training data, so all of them will be limited by
what has happened in the past, and what they are trained on.
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Teach-in Tuesday: Algorithmic Accountability
% University.of St. Thomas | Minnesota w A5 Co 2 share 9¢ clip =+ Save

8.41K subscribers

218 views 2 years ago
On March 15, 2022 the College of Arts and Sciences presented Teach-in Tuesday: Algorithmic Accountability.

Dr. Amelia McNamara, Computer & Information Science, shared how data-driven algorithms impact many aspects of our lives, with a particular focus on bias in algorithms. This talk will explain sc ...more

Teach-in Tuesday on Algorithmic Accountability, March 2022. https:/wwwyoutube.com/watch?v=1eG3RgO02c8
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We want to ensure
P _ algorithms are fair

pixabay: mohamed hassan
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Low variance HIgh variance

| ow Dblas b1as noun
Definition of bias
1.

a.

D.

C.

d. (1): deviation of the expected
value of a statistical estimate
from the quantity it estimates

High bias
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pixabay: mohamed hassan
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Bernard Parker, left, was rated high risk; Dylan Fugett was rated low risk. (Josh Ritchie for ProPublica)

Machine Bias

There's software used across the country to predict future criminals. And it's biased against blacks.

by Julia Angwin, Jeff Larson, Surya Mattu and Lauren Kirchner, ProPublica
May 23, 2016

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing



https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

Arizona, Colorado, Delaware, Kentucky, Louisiana, Oklahoma, Virginia, Washington and
Wisconsin, the results of such assessments are given to judges during criminal
sentencing.

Rating a defendant’s risk of future crime is often done in conjunction with an evaluation
of a defendant’s rehabilitation needs. The Justice Department’s National Institute of
Corrections now encourages the use of such combined assessments at every stage of the
criminal justice process. And a landmark sentencing reform bill currently pending in
Congress would mandate the use of such assessments in federal prisons.

Two Petty Theft Arrests In 2014, then U.S. Attorney General Eric Holder

warned that the risk scores might be injecting bias
into the courts. He called for the U.S. Sentencing
Commission to study their use. “Although these
measures were crafted with the best of intentions, I
am concerned that they inadvertently undermine
our efforts to ensure individualized and equal
justice,” he said, adding, “they may exacerbate

un ted and unjust disparities that are already
far too common in our criminal justice system and
in our society.”

Borden was rated high risk for future crime after she and a friend The sentencing commission did not, however,
took @ kids bilke and acooter that were sitting outside. She did not launch a study of risk scores. So ProPublica did, as

reoffend.

part of a larger examination of the powerful, largely
hidden effect of algorithms in American life.

We obtained the risk scores assigned to more than 7,000 people arrested in Broward
County, Florida, in 2013 and 2014 and checked to see how many were charged with new
crimes over the next two years, the same benchmark used by the creators of the
algorithm.

The score proved remarkably unreliable in forecasting violent crime: Only 20 percent of
the people predicted to commit violent crimes actually went on to do so.

When a full range of crimes were taken into account — including misdemeanors such as
driving with an expired license — the algorithm was somewhat more accurate than a coin
flip. Of those deemed likely to re-offend, 61 percent were arrested for any subsequent
crimes within two years.

We also turned up significant racial disparities, just as Holder feared. In forecasting who
would re-offend, the algorithm made mistakes with black and white defendants at
roughly the same rate but in very different ways.



https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

Arizona, Colorado, Delaware, Kentucky, Louisiana, Oklahoma, Virginia, Washington and
Wisconsin, the results of such assessments are given to judges during criminal
sentencing.

Rating a defendant’s risk of future crime is often done in conjunction with an evaluation
of a defendant’s rehabilitation needs. The Justice Department’s National Institute of
Corrections now encourages the use of such combined assessments at every stage of the
criminal justice process. And a landmark sentencing reform bill currently pending in
Congress would mandate the use of such assessments in federal prisons.

Two Petty Theft Arrests In 2014, then U.S. Attorney General Eric Holder

warned that the risk scores might be injecting bias
into the courts. He called for the U.S. Sentencing
Commission to study their use. “Although these
measures were crafted with the best of intentions, I
am concerned that they inadvertently undermine
our efforts to ensure individualized and equal
justice,” he said, adding, “they may exacerbate

un ted and unjust disparities that are already
far too common in our criminal justice system and
in our society.”

Borden was rated high risk for future crime after she and a friend The sentencing commission did not, however,
took @ kids bilke and acooter that were sitting outside. She did not launch a study of risk scores. So ProPublica did, as

reoffend.

part of a larger examination of the powerful, largely
hidden effect of algorithms in American life.

We obtained the risk scores assigned to more than 7,000 people arrested in Broward
County, Florida, in 2013 and 2014 and checked to see how many were charged with new
crimes over the next two years, the same benchmark used by the creators of the
algorithm.

The score proved remarkably unreliable in forecasting violent crime: Only 20 percent of
the people predicted to commit violent crimes actually went on to do so.

When a full range of crimes were taken into account — including misdemeanors such as
driving with an expired license — the algorithm was somewhat more accurate than a coin
flip. Of those deemed likely to re-offend, 61 percent were arrested for any subsequent
crimes within two years.

We also turned up significant racial disparities, just as Holder feared. In forecasting who
would re-offend, the algorithm made mistakes with black and white defendants at
roughly the same rate but in very different ways.



https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

"~
PRO )PUBLICA In a 2012 presentation, corrections official Jared Hoy described the system as a “giant Bl ¥ 8 Donate

correctional pinball machine” in which correctional officers could use the scores at every

“decision point.”

Wisconsin has not yet completed a statistical validation study of the tool and has not said
when one might be released. State corrections officials declined repeated requests to

comment for this article.

Some Wisconsin counties use other risk assessment tools at arrest to determine ifa
defendant is too risky for pretrial release. Once a defendant is convicted of a felony
anywhere in the state, the Department of Corrections attaches Northpointe’s assessment

to the confidential presentence report given to judges, according to Hoy's presentation.

In theory, judges are not supposed to give longer sentences to defendants with higher risk
scores. Rather, they are supposed to use the tests primarily to determine which

defendants are eligible for probation or treatment programs.

Prediction Fails Differently for Black Defendants

WHITE AFRICAN AMERICAN

Labeled Higher Risk, But Didn't Re-Offend

Labeled Lower Risk, Yet Did Re-Offend

Overall, Northpointe’s assessment tool correctly predicts recidivism 61 percent of the time. But blacks are almost twice as likely

as whites to be labeled a higher risk but not actually re-offend. It makes the opposite mistake among whites: They are much
more likely than blacks to be labeled lower risk but go on to commit other crimes. (Source: ProPublica analysis of data from
Broward County, Fla.)

But judges have cited scores in their sentencing decisions. In August 2013, Judge Scott
Horne in La Crosse County, Wisconsin, declared that defendant Eric Loomis had been
“identified, through the COMPAS assessment, as an individual who is at high risk to the

community.” The judge then imposed a sentence of eight years and six months in prison.

Loomis, who was charged with driving a stolen vehicle and fleeing from police, is
challenging the use of the score at sentencing as a violation of his due process rights. The
state has defended Horne's use of the score with the argument that judges can consider
the score in addition to other factors. It has also stopped including scores in

presentencing reports until the state Supreme Court decides the case.

“The risk score alone should not determine the sentence of an offender,” Wisconsin
Assistant Attorney General Christine Remington said last month during state Supreme

Court arguments in the Loomis case. “We don’t want courts to say, this person in front of

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing



https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

— il The Marshall Project on: ininal justi SEARCH ABOUT SUPPORT US f W

FEATURE

Policing the Future

In the aftermath of Michael Brown's death, St. Louts cops embrace crime-predicting software.

Maurice Chammah, with additional reporting by Mark Hansen. Policing the Future. | ’
https://wvvw.themarshalIprojec?f.org/ZO16/02/03/po|icing-the—future
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Where the St. Louilis County Police Patrol

Dozens of small, local municipal agencies handle policing in parts of St. Louis County. The St. Louis County Police Department
covers areas not policed by the “munis,” including the city of Jennings, Mo. The = DARKER AREAS in the map show the areas within
their jurisdiction that HunchlLab has identified as high risk.

ST. LOUIS COUNTY " : HUNCHLAB CRIME MAP

ST CHARLES

o,

ST CHARLES *

Wl
...'

FERGUSON

: o JENNINGS ,
* MARYLAND : | '?Hism:ssippi
HEIGHTS - ' & River &

| e, YR W . N

‘r . % \::z. ’

" \CHESTERFIELD  'GREVE COEUR . Sti e w1

> Louis | Ty
CLAYTON .

ST. LOUIS COUNTY POLICE | M { R 5
DEPARTMENT JURISIDICTION NG R e T & . £ 5.
< » { . - l . - - ;" ,’t‘.. ‘. \

ST CHARLES

s

e 4 ,-'/’
—‘-—. . b-/s‘.’l..'b‘,:\_.\x“‘f 'r‘f/

-

"
% .’ ff{'éneuso'n

JENNINGS

- ‘\IIOJ' 1: Wisssissippt
\ - * ». ' Mississ
_CHESTERFIELS , s Sy ra

5 MILES
5 MILES

Maurice Chammah, with additionaiepoding by Mark Hansen. Policing the Future.
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Driving while intoxicated makes up 10 percent
of the total risk score. The darkest regions

represent a 1 in 1,300 chance of at least one
DWI taking place.

the HunchLab algorithm took the 10 crimes that the police department had
and combined them to determine where patrols would have the most impact.
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weapon) makes up 18.5 percent of the overall
risk score assigned to a cell. The darkest
regions on this map represent cells with a 1 in
320 chance of at least one aggravated assault
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TRESPASSING

ST CHARLES
, FLORISSANT

A . 5
' tgnouson
JENNINGS

- ‘Hissiésippi
St. Rivear
Louis

CHESTERFIELD

SFOALLWIN 3 KTRKWOOD

, = AraNy
FENTON - MEHLVILLE

-

5 MILES

Trespassing makes up about 10 percent of the
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Maurice Chammah, with additional reportmg by Mark Hansen. Policing the Future.
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selected, calculated the risk-level for

GUN CRIME
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Gun crime (all homicides, robberies, and
aggravated assaults with a firearm) makes up
about 16.5 percent of the overall risk score.
The darkest regions represent a 1 in 850 chance
of at least one gun crime taking place.

HOMICIDE

-

ST CHARLES '
- FLORISSANTS ‘bj ‘

Q.

{Eneuson

JENNINGS
’ “ 4

mESTERFIELD";,z:xF - Missibsippi

h
BALL"’IN *"KIRKwooo

bed!t

5 MILES

Homicides make up 0.86 percent of the total
risk score assigned to a cell. The two darkest
cells on this map present a 3 percent chance of
at least one homicide taking place.


https://www.themarshallproject.org/2016/02/03/policing-the-future

Image classification
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Aside— Amazon Mechanical Turk

. A platform for paying for and providing Human Intelligence Tasks (HITs)

- HITs are things that humans are good at, but computers are not

- Now, researchers use it to find study participants

00000 Verizon & 4:20 PM 34%C 4

TO COMPLETE YOUR REGISTRATION, PLEASE. TELL US < Albums puppy or bagel Select
WHETHER OR NOT THIS IMAGE CONTAINS A STOP SIGN: |

ANSWER QUICKLY—0UR SELF-DRIVING
CAR 1S ALMOST AT THE INTERSECTION.

S0 MUCH OF "Al" I5 JUST FIGURING OUT WAYS
TO OFFLOAD LWJORK ONTO RANDOM STRANGERS.

https:// www.xkcd.com/1897/ http://knowvyourmeme.com méme Uppv-or-bagel
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It's Not Always Al That Sifts Through Your Sensitive Info

As a recent flare-up around Expensify shows, behind every Al that analyzes your data, teams of human workers pick up
the slack.

Get WIRED - Just $36 $5 for one year. GET DIGITAL ACCESS N

[t's Not Always Al That Sifts Through Your Sensitive Info. Lily Hay Newman
https://’wwwwired.com/story/not-always-ai-that-sifts-through-sensitive-info-crowdsourced-labor/
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@ By Isaac Chotiner
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You are reading your last free article. Subscribe for $2.50 $1 a week for one year. Cancel or pause anytime. Get Digital Access

The Underworld of Online Content Moderation. Isaac Chotiner
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Jacky Alciné
. . Follow v
@jackyalcine

Google Photos, y'all f d up. My friend's
not a gorilla.

s —
)1
*-: —
-

Skyscrapers Airplanes

Graduation

7:22 PM - 28 Jun 2015

3,174 Retweets 2,026 Likes 3 ‘ ‘ a m g ‘ l}

QO 223 T 3.2K ) 2.0K KA

Molly Mulshine. A major flaw in Google's algorithm allegedly tagged two black people's faces with the word ‘gorillas’
http://www.businessinsider.com/google-tags-black-people-as-gorillas-2015-7
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http://tidytextmining.com/sentiment.html

When I fed it "I'm Christian" it said the statement was positive:

Text: 1i'm christian
Sentiment: 0.10000000149011612

When I fed it "I'm a Sikh" it said the statement was even more positive:

Text: 1'm a sikh
Sentiment: 0.30000001192092896

But when I gave it "I'm a Jew" it determined that the sentence was slightly negative:

Text: 1'm a jew
Sentiment: -0.20000000298023224

Andrew Thompson. Google’s Sentiment Analyzer Thinks Being Gay Is Bad.
https://motherboard vice.com/amp/en us/article/i5imi8/aoodgle-artificial-intelligence-bias


https://motherboard.vice.com/amp/en_us/article/j5jmj8/google-artificial-intelligence-bias

The problem doesn't seem confined to religions. It similarly thought statements about

being homosexual or a gay black woman were also negative:

Text: 1'm a gay black woman
Sentiment: -0.30000001192092896

Text: 1'm a straight french bro
Sentiment: ©.20000000298023224

Andrew Thompson. Google’s Sentiment Analyzer Thinks Being Gay Is Bad.
https://motherboard vice.com/amp/en us/article/i5imi8/goodgle-artificial-intelligence-bias
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Being a dog? Neutral. Being homosexual? Negative:

Text: 1'm a dog
Sentiment: 9.0

Text: 1'm a homosexual
Sentiment: -0.5

Text: 1'm a homosexual dog
Sentiment: -0.6000000238418579

Andrew Thompson. Google’s Sentiment Analyzer Thinks Being Gay Is Bad.
https://motherboard vice.com/amp/en us/article/i5imi8/aoodgle-artificial-intelligence-bias
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1. Design data systems for the well-being of the people
from whom the data is taken

2. Whenever possible, provide mechanisms for feedback

3. Honor the complexity of individual and community
realities

4. Create real, functioning data publics

Jer Thorp. Turning Data ‘Around.
http://bit.ly/TurningDataAround
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