PrOF. MCNAMARA SDS/MTH 291: LECTURE NOTES DECEMBER 1, 2016

Agenda

1. Logistic Regression

2. Assessing Fit in Logistic Regression

Interpretation of coefficients in logistic model
e [y: Shifts the curve side-to-side, 5;: changes the shape
e Play with http://rstudio.smith.edu:3838/1log_app/ to see
e If 7 is a probability, then 17— is the corresponding odds
e The log of the odds is linear

— f3 is the typical change in log (odds) for each one unit increase

— The odds of success are multiplied by A1 for each one unit increase

— These changes are constant
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Checking conditions
e Conditions:

— Linearity of the logit (or log (odds))
— Independence

— Random

e Constant Variance and Normality are no longer applicable

Assessing fit
e Since we don’t have sum of squares, we can’t use B2, ANOVA, or F-tests

e Instead, since we fit the model using MLE, we compute the likelihood:

L(success) = T, L(failure) =1—, L(model) = H L(y:)
i=1

e Because these numbers are usually very small, it is more convenient to speak of the log-
likelihood log(L), which are always negative

e A larger log(L) is closer to zero and therefore a better fit
e Likelihood Ratio Test (LRT) for simple logistic regression
e Hy: 51 =P2=P3-Br=0,vs. Hy:35; #0

o Test statistic = G = —2log(Lg) — (—2log(L))

o G follows a x? distribution with % d.f.

e 2 X 2 tables are basically equivalent to logistic regression with binary response and a single
binary explanatory variable


http://rstudio.smith.edu:3838/log_app/
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